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Er is werk te doen :) 

• Gefaseerde inwerkingtreding AIA

• Beleid

• Documentatie

• AI geletterdheid



Overzicht van de wetgeving

• Veel verschillende soorten 

wetgeving omtrent data en 

technologie

• AI-ACT bestaat naast de AVG 



Wat is een AI-systeem?

“Een op een machine gebaseerd systeem dat is ontworpen 
om met verschillende niveaus van autonomie te werken en 
dat na het inzetten ervan aanpassingsvermogen kan 
vertonen, en dat, voor expliciete of impliciete doelstellingen, 
uit de ontvangen input afleidt hoe output te genereren zoals 
voorspellingen, inhoud, aanbevelingen of beslissingen die 
van invloed kunnen zijn op fysieke of virtuele omgevingen.”

Autonomie is key!

Wat is AI?



AI-verordening van 
toepassing



Verschillende soorten AI



Verplichtingen hoge risico’s



• Toegang, toelating en toewijzing tot onderwijs 

• Evalueren van leerresultaten en sturen van het leerproces 

• Beoordelen van het passend onderwijsniveau 

• Monitoren en detecteren van ongeoorloofd gedrag tijdens 
toetsen

• Systemen voor het werven of selecteren van kandidaten

• Systemen voor het maken van besluiten die gevolgen hebben 
voor het arbeidscontract en de arbeidsvoorwaarden, voor het 
verdelen van taken en voor het monitoren en evalueren van 
werknemers.

Hoog risico in het onderwijs en als werkgever



Overzicht verplichtingen



FRIA en DPIA



Een assessment moet in ieder geval bevatten:

• een beschrijving van de processen van de gebruiksverantwoordelijke 
waarin het hoog-risico AI-systeem zal worden gebruikt, in 
overeenstemming met het beoogde doel;

• een beschrijving van de periode en frequentie waarin elk hoog-risico AI-
systeem bedoeld is te worden gebruikt;

• de categorieën van natuurlijke personen en groepen die waarschijnlijk 
beïnvloed worden door het gebruik ervan in de specifieke context;

• de specifieke risico's op schade voor de categorieën natuurlijke 
personen of groepen personen;

• een beschrijving van de implementatie van maatregelen voor menselijk 
toezicht;

• de te nemen maatregelen in geval van de materialisatie van deze 
risico's, inclusief hun regelingen voor interne governanceen
klachtenmechanismen."

Eisen FRIA (art 27 AIA)



Rijksoverheid: AI Impact Assessment

(ook Engelstalig).

En 

Ethics guidelines for trustworthy AI

https://digital-
strategy.ec.europa.eu/en/library/ethics-
guidelines-trustworthy-ai

Best practice FRIA

https://www.rijksoverheid.nl/documenten/rapporten/2022/11/30/ai-impact-assessment-ministerie-van-infrastructuur-en-waterstaat
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
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Doel en context van het AI-project

• Waarvoor wordt de AI ingezet?

• Hoe functioneert het systeem technisch (leren, redeneren, 
plannen, suggesties)?

Data, privacy & kwaliteit

• Welke data wordt gebruikt (herkomst, representativiteit)?

• Kwaliteit van de data (bias, volledigheid, accuratesse).

• Privacyaspecten: verwerking persoonsgegevens, 
geautomatiseerde besluitvorming, naleving AVG.

Belangrijkste punten FRIA (1)



Risico’s en mogelijke negatieve effecten

• Discriminatie (bijvoorbeeld genderbias in sollicitantenselectie).

• Onbedoelde en onvoorziene gevolgen voor individuen of doelgroepen.

• Gebruik in processen met belangrijke gevolgen (bijvoorbeeld werving, veiligheid).

Monitoring, bijsturing en aanpassingsvermogen

• Hoe wordt het systeem gemonitord?

• Welke mechanismen bestaan om fouten of bias bij te sturen?

• Plan voor continue evaluatie en verbetering.

Verantwoording en transparantie

• Hoe wordt intern verantwoording afgelegd?

• Hoe opent het systeem zich naar de samenleving toe?

• Vastlegging van het denkproces, beslissingen en afwegingen voor reproduceerbaarheid en 
verantwoording

Belangrijkste punten FRIA (2)



Casus: Geautomatiseerde examinering

Een examenplatform biedt een geweldige mogelijkheid voor het 
afnemen van mondelinge examens. Studenten spreken de opdracht in, 
waarbij het AI-platform tot een score komt. 

Dit proces is volledig geautomatiseerd. Docenten en examinatoren 
krijgen enkel de uitslag, maar hebben geen toegang tot het gemaakte 
examenwerk. 

Er is wel door de medewerkers van het examenplatform de mogelijkheid 
voor een review van gemaakt werk als examen. Dit is echter reactief.



Opdracht: Welke risico’s en maatregelen 
zien we?



Is er bias in het AI-model (accenten, taalgebruik, spraakstoornissen)?

Worden kwetsbare groepen (bv. dyslectische of anderstalige studenten) 
benadeeld?

Vereisten AI-ACT

• AI-systemen moeten worden getest op bias en discriminatie.

• De dataset moet representatief zijn om oneerlijke beoordelingen te voorkomen.

Risico 1: Recht op gelijke behandeling



• Hoe wordt stemdata verwerkt en opgeslagen?

• Geautomatiseerde besluitvorming

• Kunnen studenten hun gegevens inzien en laten verwijderen?

Vereisten AVG en AI-ACT

• Studenten moeten inzage krijgen in hun gegevens.

• Er moet een duidelijke grondslag zijn voor het verwerken van biometrische data.

• Dataminimalisatie: Data mag niet langer bewaard worden dan strikt noodzakelijk.

Risico 2: Rechtmatigheid verwerking gegevens



• Kunnen studenten hun beoordeling inzien en aanvechten?

• Is er een menselijke controle voordat beslissingen definitief zijn?

Risico 3: Recht op een eerlijk proces (due process)



Transparantie en uitlegbaarheid

• Black-box karakter: Studenten en docenten krijgen geen inzicht in hoe 
de AI tot een score komt.

• Gebrek aan controle: Docenten kunnen de beoordeling niet valideren 
controleren.

• Gebrek aan uitleg voor studenten: Studenten hebben geen toegang tot 
hun ingesproken examen of de beoordeling, wat in strijd kan zijn met 
het recht op uitleg.

Vereisten onder de AI Act:

• De AI moet begrijpelijk en uitlegbaar zijn.

• Studenten en docenten moeten kunnen begrijpen hoe beslissingen tot stand komen.

Riscio 4: Transparantie



Aansprakelijkheid en verantwoordelijkheid

• Wie is verantwoordelijk bij fouten (de school of het platform)?

• Wat zijn de gevolgen voor studenten als ze door een AI-fout onterecht 
zakken?

Risico 5: Aansprakelijkheid en verantwoordelijkheid



Training en AI-geletterdheid

• Instructies voor medewerkers over veilige en verantwoorde omgang 
missen;

• AI-geletterdheid?

Risico 6: Juist gebruik



Welke risico’s zien jullie?



Wat zou ieder ROC moeten regelen?



Opdracht

Maak een inhoudsopgave van een AI-beleid.



• AI beleid
- voor studenten
- voor medewerkers

• Checklist AI-verordeningen

• Eisen inkoop AI-systemen

Documenten SURF!



Bedankt voor jullie aandacht!
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